Extra Credit for Assignments 1-4

* **Due** May 4 by 6pm

* **Points** 0

* **Available** until May 4 at 6pm

**These extra credit problems only count toward your homework grade and can only bring you up to a maximum of 100% over the first 4 assignments (that considers any EC you did for those problems as well):**

These problems may take you a long time, **SO DON'T PROCRASTINATE.** But for people who have missed a few assignments, this is a chance to bring your grade up if you're determined to stay in this class. These are all or none problems. No partial credit. You must complete the first task in order to do the second and third. **Please put all of your code for these tasks in a single python file named extra\_credit.py inside of a folder named Extra\_Credit in your CLASS REPO. These are popular algorithms and I know that you will find sample code on the internet. I can find it too. I will check to make sure you've written your own code for these. PLEASE do not copy someone else's code (from the internet or a classmate). Anyone caught doing so will be reported immediately to the Honor Board. I've created this EC work to help some of you pull up your grade. Don't make me regret doing so. You will learn a lot from these tasks.**

**Task #1:** (10 pts) You will implement a KD-tree data structure for finding the nearest neighbors in a data set for any given point. There are many ML algorithms which use this. DBSCAN, kNN classifiers, and k-means clustering are some examples. You should begin by watching[this video (Links to an external site.)](https://www.youtube.com/watch?v=qLnMoPPMX9Q)[![https://sit.instructure.com/images/play_overlay.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAABkCAMAAABjCSjjAAAB0VBMVEUAAAD4+PglJSULCwv5+flxcXH6+vr5+fn8/Pz5+fn9/f06Ojr7+/sgICAQEBAPDw9MTEw6OjpEREQaGhoVFRUjIyNFRUUMDAxQUFBWVlb39/c/Pz9cXFwTExMXFxf+/v5fX18SEhJfX18xMTEJCQk5OTlAQEAhISHt7e1eXl5TU1NXV1dNTU0zMzMmJiZYWFj///9QUFAbGxs/Pz80NDQnJyf7+/vz8/M0NDQuLi4/Pz+EhIQUFBRUVFRJSUktLS0zMzPLy8smJiZRUVHt7e0qKipbW1tJSUn19fXw8PA4ODhaWlo3Nzc4ODhNTU1fX1////+wsLAhISEICAhLS0v///89PT01NTVcXFxgYGANDQ1MTEzx8fE2NjYqKipaWlr///8ODg4eHh5HR0dfX18rKytYWFjw8PAbGxtGRkb29vY/Pz9XV1f4+PjLy8slJSUKCgo+Pj5aWlr///8gICAlJSVSUlL19fUfHx8RERHu7u4vLy9bW1v9/f1BQUEZGRkYGBhLS0ssLCwyMjJZWVn6+vrs7OxHR0cnJydYWFhCQkJfX18iIiIsLCxVVVUxMTFERERfX18AAAADAwMEBAQCAgIICAgHBwcGBgYFBQUBAQGn+BEwAAAAknRSTlMAafL+aa1naGVnZM5m9P39i9vN+Pvyyv58UmrAH/z6YxD8COf+3NTzdgZiP4bl7kNfwPnC2/BlbuPl1aP7XZzq3IXxc3ftLJtsc9A1092KAmGP9f6QXtfYIbb+j3Lg6zdi/fekBOhFcvikbNRIaIbx/sUXYPXwam32/XbiH2PR+fmT694xZnfH7ji2DPPoWeCrFt6e9vEAAAGmSURBVHhe7diFrttAEIVhT7LNOJwLzU0uMzNjmZmZmZmZGY+T0tNW9VOcSvM9wS9rtTtjj5oxxhhjjDHGGGNM/4aNHo0uVG9p9UgsBjDexxIT7cigMUcSU7MoPgEke0hiYk2zx1G1cIrjy2hi+QoEdfUUMSKpdZ1RpHsZYpwTle5bKI0xxPyj/sAPDA5xxIgOj4wiu7aZIcaJTE5NlzBTZIgJT87cPFqWMMSEOf5SYFkzRYwTSVQ2oGVlK0OMc5pYtRpIrqGIEYnVVmZQVWCICc/x+gjKmxhiwpymze1IF7cyxDiRbdt3YOcuihgnuntPgL0UMZLSSIDkPoIYUd2fwYGDBAdYnH/o8J/ykaMM94wey59Aw0mGS09U29px+gzF26RnzwHnGR5KjV24WEL6EsEIIZf9K1dx7foNhklPb1ZkcfsOxQycunuvjLp6glVFVPI1uF8gWFVE/Qdt+P3wEcNGGX/85CmePWdYbzVW++InXr6iWPxfv6lGKcfxS+RtBfDuvUcR86sR2Q8fPQqfgM9fPBJfg2/fvf+TMcYYY4wxxhhjzF/8EVtEcpX/AAAAAABJRU5ErkJggg==)](https://www.youtube.com/watch?v=qLnMoPPMX9Q)

You will create a class called KDtree. The \_\_init\_\_ method should have one argument: an array of data. This should work for any number of dimensions (hence the K). You don't have to worry about things like a limit on the recursion depth. I won't test it on any crazy data. But I will test it on data with multiple dimensions and make sure that it works.

The KDtree class should have an instance method called **nn\_within\_r(point, radius)**. It takes two arguments:

1. point: this is an array of values representing a single query point that you wish to find the nearest neighbors of. For example, it could be a single row in your data set.
2. radius: this is a float representing the radius that you will search around a query point (a hypersphere) for nearest neighbors. This similar to the box query that Sedgewick gave as an example. You can just consider the smallest hypercube that circumscribes the hypersphere and manually check all the points to make sure they're within a distance <= radius of the query point. Or do it however you like.

This method returns an array of the points that are within a distance <= radius of the query point.

The KDtree class should have another instance method called **k\_nearest\_neighbors(point, k, distance\_func)**. It takes two arguments:

1. point: this is an array of values representing a single query point that you wish to find the nearest neighbors of. For example, it could be a single row in your data set.
2. k: this is the number of the nearest neighbors to return. For instance, if k=3, then you should return the 3 points in the KDtree instance which are closest to the query point. **You must use**[**this (Links to an external site.)**](https://pymotw.com/2/bisect/) to store the values as you traverse the tree.
3. distance\_func: this is a function that takes in 2 points (which are arrays of values) and returns a [distance (Links to an external site.)](https://docs.scipy.org/doc/scipy-0.18.1/reference/spatial.distance.html), see the scipy distance methods as an example. You will use this distance function to calculate the distance between two points. E.g. distance = distance\_func(point1, point2).

This method returns an array of the k points that are nearest (according to distance\_func) to the query point. After using bisect to store the values in a list, it will be as easy as returning the\_list\_of\_value[:k]. However, you must traverse the tree intelligently! No brute force...

**Task #2)**: (10 pts) You will manually implement the DBSCAN algorithm. You must use your own KDtree object that you created in Task #1 to search for the nearest neighbors within epsilon of each point. Start with[this video (Links to an external site.)](https://www.youtube.com/watch?v=5E097ZLE9Sg)[![https://sit.instructure.com/images/play_overlay.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAABkCAMAAABjCSjjAAAB0VBMVEUAAAD4+PglJSULCwv5+flxcXH6+vr5+fn8/Pz5+fn9/f06Ojr7+/sgICAQEBAPDw9MTEw6OjpEREQaGhoVFRUjIyNFRUUMDAxQUFBWVlb39/c/Pz9cXFwTExMXFxf+/v5fX18SEhJfX18xMTEJCQk5OTlAQEAhISHt7e1eXl5TU1NXV1dNTU0zMzMmJiZYWFj///9QUFAbGxs/Pz80NDQnJyf7+/vz8/M0NDQuLi4/Pz+EhIQUFBRUVFRJSUktLS0zMzPLy8smJiZRUVHt7e0qKipbW1tJSUn19fXw8PA4ODhaWlo3Nzc4ODhNTU1fX1////+wsLAhISEICAhLS0v///89PT01NTVcXFxgYGANDQ1MTEzx8fE2NjYqKipaWlr///8ODg4eHh5HR0dfX18rKytYWFjw8PAbGxtGRkb29vY/Pz9XV1f4+PjLy8slJSUKCgo+Pj5aWlr///8gICAlJSVSUlL19fUfHx8RERHu7u4vLy9bW1v9/f1BQUEZGRkYGBhLS0ssLCwyMjJZWVn6+vrs7OxHR0cnJydYWFhCQkJfX18iIiIsLCxVVVUxMTFERERfX18AAAADAwMEBAQCAgIICAgHBwcGBgYFBQUBAQGn+BEwAAAAknRSTlMAafL+aa1naGVnZM5m9P39i9vN+Pvyyv58UmrAH/z6YxD8COf+3NTzdgZiP4bl7kNfwPnC2/BlbuPl1aP7XZzq3IXxc3ftLJtsc9A1092KAmGP9f6QXtfYIbb+j3Lg6zdi/fekBOhFcvikbNRIaIbx/sUXYPXwam32/XbiH2PR+fmT694xZnfH7ji2DPPoWeCrFt6e9vEAAAGmSURBVHhe7diFrttAEIVhT7LNOJwLzU0uMzNjmZmZmZmZGY+T0tNW9VOcSvM9wS9rtTtjj5oxxhhjjDHGGGNM/4aNHo0uVG9p9UgsBjDexxIT7cigMUcSU7MoPgEke0hiYk2zx1G1cIrjy2hi+QoEdfUUMSKpdZ1RpHsZYpwTle5bKI0xxPyj/sAPDA5xxIgOj4wiu7aZIcaJTE5NlzBTZIgJT87cPFqWMMSEOf5SYFkzRYwTSVQ2oGVlK0OMc5pYtRpIrqGIEYnVVmZQVWCICc/x+gjKmxhiwpymze1IF7cyxDiRbdt3YOcuihgnuntPgL0UMZLSSIDkPoIYUd2fwYGDBAdYnH/o8J/ykaMM94wey59Aw0mGS09U29px+gzF26RnzwHnGR5KjV24WEL6EsEIIZf9K1dx7foNhklPb1ZkcfsOxQycunuvjLp6glVFVPI1uF8gWFVE/Qdt+P3wEcNGGX/85CmePWdYbzVW++InXr6iWPxfv6lGKcfxS+RtBfDuvUcR86sR2Q8fPQqfgM9fPBJfg2/fvf+TMcYYY4wxxhhjzF/8EVtEcpX/AAAAAABJRU5ErkJggg==)](https://www.youtube.com/watch?v=5E097ZLE9Sg)You will create a function **dbscan(data, epsilon, min\_points)**. It takes three arguments.

1. data: this is a pandas DataFrame representing the data. You can assume that the data will only have numerical features.
2. epsilon: this is a float representing the distance from a given point that you will search for neighbors within.
3. min\_points: this is the minimum number of neighboring points that must be within a distance epsilon from any point in order for it to be considered a core point.

This function should return the original DataFrame with two additional columns added to it: point\_type and cluster\_label

1. point\_type: the value in this column represents the type of data point based on DBSCAN's criteria. The value will be one of the following strings: 'core', 'boundary', 'noise'
2. cluster\_label: the value in this column represents which cluster the corresponding data point belongs to. The value will be a string. Cluster labels should be in the following format "Cluster *N*" where N is a number from 1 - inf. The first cluster you find N=1, the second N=2, and so on. All noise points should have a cluster\_label value of "NOISE."

**Task #3:** (10 pts) You will create a class for a kNN classfier/regressor called **KNN**. I will cover this in class on March 23rd. Or you can just watch[this video (Links to an external site.)](https://www.youtube.com/watch?v=k_7gMp5wh5A)[![https://sit.instructure.com/images/play_overlay.png](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAIwAAABkCAMAAABjCSjjAAAB0VBMVEUAAAD4+PglJSULCwv5+flxcXH6+vr5+fn8/Pz5+fn9/f06Ojr7+/sgICAQEBAPDw9MTEw6OjpEREQaGhoVFRUjIyNFRUUMDAxQUFBWVlb39/c/Pz9cXFwTExMXFxf+/v5fX18SEhJfX18xMTEJCQk5OTlAQEAhISHt7e1eXl5TU1NXV1dNTU0zMzMmJiZYWFj///9QUFAbGxs/Pz80NDQnJyf7+/vz8/M0NDQuLi4/Pz+EhIQUFBRUVFRJSUktLS0zMzPLy8smJiZRUVHt7e0qKipbW1tJSUn19fXw8PA4ODhaWlo3Nzc4ODhNTU1fX1////+wsLAhISEICAhLS0v///89PT01NTVcXFxgYGANDQ1MTEzx8fE2NjYqKipaWlr///8ODg4eHh5HR0dfX18rKytYWFjw8PAbGxtGRkb29vY/Pz9XV1f4+PjLy8slJSUKCgo+Pj5aWlr///8gICAlJSVSUlL19fUfHx8RERHu7u4vLy9bW1v9/f1BQUEZGRkYGBhLS0ssLCwyMjJZWVn6+vrs7OxHR0cnJydYWFhCQkJfX18iIiIsLCxVVVUxMTFERERfX18AAAADAwMEBAQCAgIICAgHBwcGBgYFBQUBAQGn+BEwAAAAknRSTlMAafL+aa1naGVnZM5m9P39i9vN+Pvyyv58UmrAH/z6YxD8COf+3NTzdgZiP4bl7kNfwPnC2/BlbuPl1aP7XZzq3IXxc3ftLJtsc9A1092KAmGP9f6QXtfYIbb+j3Lg6zdi/fekBOhFcvikbNRIaIbx/sUXYPXwam32/XbiH2PR+fmT694xZnfH7ji2DPPoWeCrFt6e9vEAAAGmSURBVHhe7diFrttAEIVhT7LNOJwLzU0uMzNjmZmZmZmZGY+T0tNW9VOcSvM9wS9rtTtjj5oxxhhjjDHGGGNM/4aNHo0uVG9p9UgsBjDexxIT7cigMUcSU7MoPgEke0hiYk2zx1G1cIrjy2hi+QoEdfUUMSKpdZ1RpHsZYpwTle5bKI0xxPyj/sAPDA5xxIgOj4wiu7aZIcaJTE5NlzBTZIgJT87cPFqWMMSEOf5SYFkzRYwTSVQ2oGVlK0OMc5pYtRpIrqGIEYnVVmZQVWCICc/x+gjKmxhiwpymze1IF7cyxDiRbdt3YOcuihgnuntPgL0UMZLSSIDkPoIYUd2fwYGDBAdYnH/o8J/ykaMM94wey59Aw0mGS09U29px+gzF26RnzwHnGR5KjV24WEL6EsEIIZf9K1dx7foNhklPb1ZkcfsOxQycunuvjLp6glVFVPI1uF8gWFVE/Qdt+P3wEcNGGX/85CmePWdYbzVW++InXr6iWPxfv6lGKcfxS+RtBfDuvUcR86sR2Q8fPQqfgM9fPBJfg2/fvf+TMcYYY4wxxhhjzF/8EVtEcpX/AAAAAABJRU5ErkJggg==)](https://www.youtube.com/watch?v=k_7gMp5wh5A)It's a simple algorithm. Don't panic. For this implementation, you must use your own KDtree that you created in Task #1 for finding the nearest neighbors.

The \_\_init\_\_ method of this class takes 2 arguments: X, Y and k

* X: this is a pandas DataFrame with the data to be used for the kNN model.
* Y: this is a pandas Series with the labels for the data. This can be class labels in a classification problem or numerical values in a regression problem
* k: this is the number of nearest neighbors you will use when performing a class prediction.

The KNN class should have an instance method called **predict(data\_point)** which takes one argument:

* data\_point: this is an array of values. You should find the k nearest neighbors to this point and take the most frequent class or find the average numerical value. **For classification, If there is a tie**, sort the class labels and return the first one as the answer.

If the labels (Y) used in training the model were class labels, the predict method should return a tuple that contains:

1. a string representing the predicted class label for the data\_point passed
2. the posterior probability of the class label returned (i.e. (# of points with the class label)/k)

If the labels (Y) used in training the model were numerical values, the predict method should return a tuple that contains:

1. the average value (![\mu](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAsAAAAMBAMAAABGh1qtAAAALVBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAADAOrOgAAAADnRSTlMAq0S7MiIQ71TdiZnNZgbEMwIAAAAJcEhZcwAADsQAAA7EAZUrDhsAAABJSURBVAgdY2BgVGAwYWBg4Atgewak1Bk4JgCphQzcG4DUWQbOBiD1hCEvJYGB6QnDcl4GBq7THdmXGBh4QBIgbWBKHUwy3AJTAEx2DUbkmP7jAAAAAElFTkSuQmCC)μ) of the k nearest neighbors
2. the average absolute distance of the data points ![\frac{\sum\left|x_i-\mu\right|}{k}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAFEAAAAnBAMAAACF2rnZAAAAMFBMVEX///8AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAv3aB7AAAAD3RSTlMA78273VSJEDKZRHYiZqtMi+zmAAAACXBIWXMAAA7EAAAOxAGVKw4bAAABoElEQVQ4Ec2TMUjDQBSGX2vatLGpWcSxIrg5BLIIXRQqrhkKnYQiiIMIwdGlUZEuglMHBzGLm6Cri0Rnh7h0bDM7SRV1KMR3L3dYodo3+iD37v7/y7vcOwKZgeM4C5VkBQACfH6JACD3Ljy9/omjLabjQ1gXAXm3OE4gtTkii5PJ0iuR+mQS+jeEMsiyOAyFDbnuZS+UK5WeYcqXR1j1pGjDVWk24ytE5iG0PEmexlKzwTUsbFxTrimhUldtyc9LB7uUj7G5YnmEF+JUcYLKmSL3vneHbCSw0UBlTZHLysCardCAO7WmPOPrH+30O4uucmzD6sOJqak9SL/281aUkl0SdLTtQud4K4AH9SblzU7jPCDSwD0xRm5zlwQ1LNJEQLICnk82DdYjRYk8pIUgl8Ss9CQuKq0OO6GQZIgGY6BVfqvVapUkEYIkyVKD2aQZWvpjGh4KMYljhz+ssTxTTJjxwqz3P7Ft7mcdWlwyF3PJcsQlMyGXvIeNmMf2zH3mmaouryLAoMEkC9ZByEOnY80NWGg20to8UvPMn398Wv8LdEl/raLS4O4AAAAASUVORK5CYII=)&Sum;|xi−μ|k

**Task #4:** (10 pts) You will create a class for k-means clustering called **KMeans**. You don't have to implement the filtering improvement (no KDtrees necessary) unless you want to challenge yourself :)

The \_\_init\_\_ method for this class will take 2 arguments:

* data: this will be a pandas DataFrame containing the data you wish to find clusters within.
* k: this will be an integer representing the number of clusters you want to find

The KMeans class should have an **class method** called **scree\_plot(X, max\_k)**which plots the number of clusters (k) vs the average [silhouette score (Links to an external site.)](https://en.wikipedia.org/wiki/Silhouette_(clustering)) of the clustering, from k=1 to k=max\_k. You can use scikit's [silhouette\_score (Links to an external site.)](http://scikit-learn.org/stable/modules/generated/sklearn.metrics.silhouette_score.html" \l "sklearn.metrics.silhouette_score" \o "" \t "_blank) for calculations **BUT** the labels you pass to silhouette\_score must be calculated by your k-means implementation, not scikit's. [This (Links to an external site.)](http://stats.stackexchange.com/questions/12819/how-to-draw-a-scree-plot-in-python) will help with the plotting. [This (Links to an external site.)](http://www.sthda.com/english/wiki/determining-the-optimal-number-of-clusters-3-must-known-methods-unsupervised-machine-learning#average-silhouette-method) is similar to the scree plot that I'm looking for (scroll down a little till you see the plots).

The KMeans class should have an **instance method** called **cluster\_data** which takes no arguments and returns a pandas DataFrame with the original data plus an additional column named **"cluster\_label"** that contains a string for the cluster that each datum (row in the data set) belongs to. The cluster labels should be formatted like "Cluster *n*" where n is a value from 1 to k.